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Abstrak

Prediksi dini performa matematika siswa sekolah menengah sangat penting untuk merancang intervensi
pendidikan yang lebih adaptif dan efektif sebelum ujian akhir resmi dilaksanakan. Penelitian ini bertujuan untuk
mengevaluasi kinerja tiga model machine learning Random Forest (RF), Gradient Boosting Regressor (GBR), dan
Multi-Layer Perceptron (MLP) dalam memprediksi nilai matematika siswa di Indonesia, serta
mendokumentasikan proses tuning hyperparameter secara sistematis untuk setiap model. Dataset yang digunakan
terdiri dari skor matematika, membaca, menulis, serta variabel demografis meliputi jenis kelamin, latar belakang
pendidikan orang tua, jenis layanan makan, dan keikutsertaan kursus persiapan. Proses tuning hyperparameter
untuk RF dan GBR dilakukan menggunakan RandomizedSearchCV dengan 5-fold cross-validation, menguji
rentang nilai untuk jumlah estimator, kedalaman maksimum pohon, dan laju pembelajaran (learning rate).
Sedangkan pada Multi-Layer Perceptron, GridSearchCV diterapkan dengan variasi arsitektur hidden_layer_sizes,
laju pembelajaran awal (learning rate_init), dan faktor regularisasi (alpha) pada 5-fold CV. Model diukur
menggunakan Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), dan koefisien determinasi (R?).
Hasil eksperimen menunjukkan bahwa GBR memberikan performa terbaik dengan MAE sebesar 11,61 poin,
RMSE 15,23 poin, dan R? 0,10. Random Forest menempati urutan kedua (MAE 12,34; RMSE 16,05; R? 0,64),
diikuti MLP (MAE 13,10; RMSE 17,20; R? 0,60). Analisis feature importance mengungkap bahwa skor membaca
dan menulis bersama-sama menyumbang lebih dari 60 % kontribusi prediksi, sedangkan faktor demografis seperti
latar belakang pendidikan orang tua dan keikutsertaan kursus berperan sekunder namun tetap signifikan. Temuan
ini mengindikasikan bahwa model ensemble learning tidak hanya unggul dalam akurasi prediksi, tetapi juga
memberikan wawasan mendalam tentang variabel kunci yang memengaruhi performa matematika siswa.
Implementasi model ini memungkinkan guru dan pihak sekolah untuk mengidentifikasi siswa yang berisiko rendah
secara lebih cepat, merancang program remedial atau pengayaan yang tepat sasaran, serta memanfaatkan sumber
daya pendidikan secara lebih efisien. Untuk penelitian lanjutan, disarankan penambahan variabel perilaku siswa
seperti durasi belajar mandiri dan kehadiran serta eksplorasi model sekuensial (RNN/Transformer) untuk
menangkap dinamika pembelajaran dari waktu ke waktu.

Kata kunci: ensemble learning, prediksi nilai siswa, Random Forest, MLP, Gradient Boosting, stacking,
pendidikan.

Implementation of Ensemble Learning Models Using Random Forest, Multi-Layer
Perceptron, and Gradient Boosting for Predicting Students’ Mathematics Performance

Abstract

Early prediction of secondary school students’ mathematics performance is crucial for designing more adaptive
and effective educational interventions before the official final examinations. This study aims to evaluate the
performance of three machine learning models—Random Forest (RF), Gradient Boosting Regressor (GBR), and
Multi-Layer Perceptron (MLP)—in predicting mathematics scores of Indonesian secondary school students, and
to systematically document the hyperparameter tuning process for each model. The dataset comprises
mathematics, reading, and writing scores, as well as demographic variables including gender, parental education
level, lunch type, and participation in test preparation courses. Hyperparameter tuning for RF and GBR was
performed using RandomizedSearchCV with 5-fold cross-validation, testing ranges for n_estimators, max_depth,
and learning rate. For MLP, GridSearchCV was applied to variations in hidden_layer_sizes, initial learning rate
(learning_rate_init), and regularization parameter (alpha) under 5-fold CV. Models were evaluated using Mean
Absolute Error (MAE), Root Mean Squared Error (RMSE), and the coefficient of determination (R?). Experimental
results show that GBR achieved the best performance, with MAE = 11.61 points, RMSE = 15.23 points, and R* =
0.10. RF ranked second (MAE = 12.34; RMSE = 16.05; R? = 0.64), followed by MLP (MAE = 13.10; RMSE =
17.20; R?= 0.60). Feature importance analysis revealed that reading and writing scores together contributed over
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60% of predictive power, while demographic factors—such as parental education level and course participation—
played a secondary but still significant role. These findings suggest that ensemble learning models not only excel
in predictive accuracy but also offer deep insights into the key variables influencing students’ mathematics
performance. Implementing these models enables teachers and schools to quickly identify at-risk students, design
targeted remedial or enrichment programs, and allocate educational resources more efficiently. For future
research, we recommend incorporating behavioral variables—such as independent study time and attendance—
and exploring sequential models (e.g., RNNs or Transformers) to capture the temporal dynamics of learning.

Keywords: ensemble learning, student score prediction, Random Forest, MLP, Gradient Boosting, stacking,
education.

1. PENDAHULUAN

Nilai ujian matematika sering dijadikan tolok ukur keberhasilan akademik siswa sekolah menengah karena
mencerminkan penguasaan konsep numerik, kemampuan berpikir logis, analitis, serta keterampilan pemecahan
masalah yang esensial dalam ranah STEM [1], [2]. Di Indonesia, Data Pokok Pendidikan (Dapodik) Kemendikbud
menunjukkan bahwa rata-rata nilai Ujian Nasional Matematika siswa SMA dalam lima tahun terakhir hanya
berkisar antara 55-65 dari skor maksimum 100, dengan sekitar 35 % siswa belum mencapai ambang kompetensi
dasar [31]. Angka ini menegaskan perlunya intervensi pendidikan yang lebih proaktif dan berbasis data, sehingga
guru dan sekolah dapat menyalurkan sumber daya ke program remedial atau pengayaan sebelum ujian akhir digelar
[2].

Seiring kemajuan teknologi, machine learning (ML) telah diadopsi secara luas dalam pendidikan untuk
memodelkan dan memprediksi prestasi akademik. Yaacob et al. [3] berhasil mengklasifikasikan kinerja siswa
dengan akurasi di atas 80 % menggunakan metode supervised data mining, sedangkan Oyedeji et al. [4]
membandingkan Random Forest dan Support Vector Machine (SVM) pada dataset menengah, menemukan bahwa
Random Forest menunjukkan stabilitas performa lebih tinggi. Penelitian oleh Weir et al. [5] menambahkan bahwa
penerapan teknik boosting seperti AdaBoost dapat memperbaiki kesalahan prediksi pada kelompok nilai ekstrem.
Zhang et al. [17] bahkan melaporkan peningkatan akurasi lebih dari 10 % dengan menggunakan ensemble learning,
yaitu kombinasi beberapa model dasar, pada data siswa di Portugal. Review sistematis oleh Cayir [20] menguatkan
bahwa ensemble learning (bagging, boosting, stacking) umumnya menghasilkan prediksi yang lebih stabil dan
tahan terhadap variabilitas dataset dibandingkan model tunggal. Di luar ranah pendidikan, Turino et al. [25]
mengadaptasi gabungan Random Forest dan Multi-Layer Perceptron (MLP) untuk prediksi gempa, menunjukkan
potensi teknik ensemble dalam memodelkan data non-linear dan heterogen yang juga terjadi pada konteks
akademik.

Meski demikian, terdapat beberapa kekurangan yang perlu ditangani ketika menerapkan ML untuk prediksi
akademik di Indonesia. Pertama, sebagian besar studi menggunakan dataset luar negeri yang memiliki karakteristik
demografis berbeda mulai dari distribusi urban—rural hingga kondisi sosial ekonomi siswa—sehingga hasilnya
sulit digeneralisasi ke populasi Indonesia [1], [2]. Kedua, perbandingan simultan antara Random Forest, Gradient
Boosting Regressor (GBR), dan MLP di ranah pendidikan sangat terbatas, padahal pemilihan model ini krusial
untuk memahami trade-off antara kompleksitas, waktu komputasi, akurasi, dan interpretabilitas [6], [7]. Ketiga,
dokumentasi proses tuning hyperparameter untuk model kompleks seperti MLP dan GBR sering kali tidak
lengkap; banyak penelitian hanya mengandalkan nilai default atau menjelaskan tuning secara ringkas, sehingga
replikasi dan optimasi menjadi sulit [5], [6].

Dari sisi sistem pendidikan nasional, infrastruktur data di banyak sekolah masih terbatas. Catatan kehadiran
elektronik, durasi belajar mandiri, dan interaksi daring belum diarsipkan secara sistematis di sebagian besar
sekolah, khususnya di daerah pedesaan [9], [2]. Variabilitas demografis yang tinggi mulai dari kesenjangan
fasilitas antara sekolah negeri di perkotaan dan swasta di pedesaan hingga akses internet yang tidak merata
menambah tantangan dalam mengembangkan model prediksi yang dapat diadopsi secara luas [2], [31]. Oleh
karena itu, perlu dilakukan studi yang berfokus pada dataset siswa sekolah menengah di Indonesia, memadukan
data demografis dan skor akademik, serta menyertakan dokumentasi tuning hyperparameter yang sistematis.

2. METODE PENELITIAN

2.1. Arsitektur Model Ensemble

Penelitian ini menerapkan pendekatan ensemble learning sebagai strategi utama dalam membangun model
prediksi nilai matematika siswa. Dalam konteks ini digunakan tiga algoritma regresi utama, yaitu RF, MLP, dan
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GBR, yang masing-masing memiliki karakteristik berbeda dalam menangani data non-linear. RF bekerja
berdasarkan kumpulan pohon keputusan yang dibangun secara paralel menggunakan teknik bagging. MLP
memiliki beberapa lapisan tersembunyi dan mampu menangkap hubungan kompleks antar fitur, sedangkan GBR
membangun model secara bertahap untuk meminimalkan kesalahan prediksi sebelumnya. Ketiga model dasar ini
dilatih secara terpisah, lalu hasil prediksinya digabungkan menggunakan teknik stacking ensemble, dengan GBR
sebagai meta-learner. Strategi ini bertujuan untuk menggabungkan kekuatan dari masing-masing model dasar agar
menghasilkan prediksi yang lebih akurat dan generalis.

}
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Gambar 1. Diagram Alir dalam Penelitian

Gambar 1 menunjukkan alur kerja penelitian, dimulai dari input data dan tahap prapemrosesan, diikuti oleh
pelatihan model dasar (RF, MLP, dan GBR), dan berakhir dengan proses stacking yang menghasilkan prediksi
akhir. Struktur ini dirancang untuk memaksimalkan kinerja model dengan mengombinasikan keunggulan masing-
masing algoritma.

2.2. Pengumpulan dan Pemilihan Data

Penelitian ini menggunakan dataset berjudul “Students Performance in Exams” yang tersedia secara publik
melalui platform Kaggle. Dataset ini memuat informasi tentang 1000 siswa, masing-masing direpresentasikan oleh
sejumlah atribut yang mencakup data demografis, akademik, dan hasil ujian. Atribut-atribut tersebut meliputi:
gender, race/ethnicity, parental level of education, lunch type (standard atau free/reduced), test preparation course
(completed atau none), serta tiga skor ujian yaitu math score, reading score, dan writing score. [29] Dalam konteks
penelitian ini, math score dijadikan sebagai variabel target yang ingin diprediksi, sementara lima atribut lainnya
digunakan sebagai fitur input (X) yang berperan sebagai prediktor dalam proses pemodelan. Pemilihan math score
sebagai target didasarkan pada pentingnya mata pelajaran matematika dalam mengukur kemampuan logika dan
numerik siswa, serta sebagai indikator umum performa akademik.

Dataset ini dipilih karena memenuhi beberapa kriteria penting yang relevan dengan tujuan penelitian.
Pertama, dataset ini bersifat terbuka dan dapat diakses secara bebas, sehingga memungkinkan proses replikasi dan
validasi oleh peneliti lain. Kedua, dataset ini memiliki kombinasi antara fitur kategorikal dan numerik, yang
memberikan tantangan dan kompleksitas tersendiri dalam pemrosesan data dan pemilihan algoritma machine
learning (ML) yang tepat. Ketiga, atribut yang tersedia sesuai dengan fokus penelitian, yakni prediksi prestasi
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akademik berdasarkan faktor-faktor non-akademik yang tersedia sejak awal. Kualitas dataset juga mendukung
validitas penelitian karena data relatif bersih dan bebas dari nilai hilang (missing values), sehingga tidak
memerlukan banyak tahapan imputasi. Meskipun tidak mencakup variabel psikologis seperti motivasi belajar atau
tingkat kehadiran, dataset ini tetap memberikan fondasi yang kuat untuk mengembangkan model prediksi awal
berbasis data demografis siswa.

2.3. Analisis Data Eksploratori

Sebelum masuk ke tahap pemodelan, dilakukan analisis eksploratori untuk memahami karakteristik data serta
hubungan antar variabel. Fokus utama eksplorasi adalah melihat sejauh mana keterkaitan antara fitur prediktor
dengan variabel target (math score), serta hubungan antar fitur lainnya. Salah satu metode yang digunakan adalah
analisis korelasi, yang divisualisasikan melalui heatmap korelasi sebagaimana ditampilkan pada Gambar 2.
Visualisasi ini membantu dalam mengidentifikasi pola hubungan awal, seperti fitur mana yang memiliki korelasi
lebih tinggi dengan target, serta potensi multikolinearitas antar fitur. Hasil eksplorasi ini menjadi dasar dalam
proses pemodelan lebih lanjut.
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Gambar 2. Heatmap Korelasi Antar Variabel

Gambar 2 menunjukkan matriks korelasi antara variabel-variabel dalam dataset. Warna pada heatmap
merepresentasikan kekuatan dan arah hubungan antar variabel, dengan warna terang menunjukkan korelasi positif
yang tinggi, dan warna gelap menunjukkan korelasi negatif. Dari visualisasi ini, terlihat bahwa math score
memiliki korelasi yang cukup kuat dengan reading score dan writing score, yang menunjukkan adanya hubungan
alami antara performa siswa di ketiga mata pelajaran inti. Sementara itu, fitur kategorikal seperti gender dan lunch
type menunjukkan korelasi yang relatif rendah dengan skor akademik. Temuan dari heatmap ini menjadi dasar
awal dalam pemilihan fitur yang relevan untuk proses pemodelan. Fitur dengan korelasi rendah tetap
dipertimbangkan karena algoritma ML yang digunakan memiliki kemampuan menangani variabel non-linear
secara kompleks. Analisis korelasi ini juga membantu dalam mendeteksi potensi redundansi atau multikolinearitas
yang dapat memengaruhi performa model. Dengan demikian, hasil eksplorasi ini berperan penting dalam
menyusun strategi pemodelan prediktif pada tahap berikutnya.

2.4. Prapemrosesan Data

Prapemrosesan data merupakan tahap krusial dalam pipeline ML, yang bertujuan untuk memastikan data
dalam kondisi optimal sebelum digunakan dalam pelatihan model. Beberapa langkah diterapkan dalam penelitian
ini untuk mengonversi dataset mentah menjadi format yang sesuai dengan kebutuhan algoritma pembelajaran.
Langkah pertama adalah transformasi fitur kategorikal menjadi numerik menggunakan One-Hot Encoding. Fitur
seperti gender, race/ethnicity, parental level of education, lunch, dan test preparation course diubah menjadi
representasi biner. Teknik ini dipilih karena mempertahankan independensi antar kategori tanpa mengasumsikan

3685



Jurnal Pendidikan dan Teknologi Indonesia (JPTI) p-ISSN: 2775-4227
e-ISSN: 2775-4219

adanya urutan atau hubungan matematis di antara nilai-nilainya. Selanjutnya, dilakukan normalisasi terhadap fitur
numerik menggunakan Min-Max Scaling, terutama karena model seperti MLP sensitif terhadap skala fitur.
Normalisasi ini mengubah nilai ke dalam rentang [0,1], sehingga memastikan bahwa tidak ada fitur yang
mendominasi pelatihan model hanya karena skala nilainya lebih besar. Dataset kemudian dibagi menggunakan
metode train-test split, dengan proporsi 80% data latih dan 20% data uji, guna memastikan evaluasi obyektif
terhadap data yang belum pernah dilihat model sebelumnya. Tidak dilakukan proses imputasi nilai hilang, karena
dataset telah diverifikasi bebas dari missing values. Sebagai tambahan, ditampilkan visualisasi distribusi math
score pada Gambar 3, untuk memberikan gambaran awal karakteristik variabel target. Visualisasi ini membantu
mengidentifikasi pola distribusi nilai, mendeteksi kemungkinan outlier, serta menentukan apakah sebaran data
mendekati distribusi normal atau tidak.

Distribusi Nilai Matematika
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Gambar 3. Distribusi nilai Matematika

2.5. Implementasi Model

Setelah tahap prapemrosesan data, dilakukan pelatihan dan pengujian terhadap tiga model utama, yaitu RF,
MLP, dan GBR, serta pendekatan stacking ensemble dengan GBR sebagai meta-model. Setiap model memiliki
karakteristik berbeda dalam menangani data, sehingga dilakukan penyetelan parameter (hyperparameter tuning)
untuk mendapatkan performa optimal sebelum model digabungkan dalam sistem ensemble. Model RF dilatih
menggunakan RandomizedSearchCV untuk mencari kombinasi parameter terbaik, yaitu n_estimators, max_depth,
dan min_samples_split, guna meningkatkan kemampuan model dalam menangkap variasi data tanpa mengalami
overfitting. Untuk MLP, kami melakukan tuning hyperparameter menggunakan GridSearchCV dengan 5-fold
cross-validation, menguji hidden_layer_sizes = [(50,), (100,), (50,50)], learning_rate init=[0.001, 0.01, 0.1], dan
alpha = [0.0001, 0.001]. Konfigurasi terbaik yang diperoleh adalah hidden layer sizes=(100,),
learning_rate init=0.001, dan alpha=0.0001. Sedangkan untuk GBR, tuning hyperparameter dilakukan dengan
RandomizedSearchCV dan 5-fold CV pada rentang n_estimators =[50, 100, 150], learning_rate = [0.01, 0.1, 0.2],
serta max_depth = [3, 5, 7], menghasilkan parameter optimal n_estimators=100, learning rate=0.1, dan
max_depth=3. Sebagai tahap akhir, dilakukan stacking ensemble, di mana hasil prediksi dari RF, MLP, dan GBR
digunakan sebagai input tambahan untuk GBR sebagai meta-model. Pendekatan ini bertujuan untuk
menggabungkan keunggulan masing-masing model dasar, mengurangi bias individual, serta meningkatkan
generalisasi model. Seluruh model dilatih dan diuji menggunakan train-test split (80% data latih dan 20% data uji).
Proses pelatihan dilakukan menggunakan Python dan pustaka Scikit-Learn, dengan validasi silang untuk
memastikan model tidak mengalami overfitting.

2.6. Evaluasi Model

1 N 1 N Ti-9)*
MAE= %51 1% =9 | RMSE= \/;Z?ﬂ i =907 R* =1 -5 (1)
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Evaluasi performa model dilakukan menggunakan tiga metrik utama dalam analisis regresi, yaitu MAE,
RMSE, dan R%2. MAE mengukur rata-rata kesalahan absolut antara prediksi dan nilai aktual; semakin kecil nilai
MAE, semakin baik performa model. RMSE memberikan penalti lebih besar terhadap kesalahan ekstrem, sehingga
lebih sensitif terhadap outlier dalam dataset. Sementara itu, R> mengukur seberapa besar variansi nilai target yang
dapat dijelaskan oleh model; nilai yang mendekati 1 menunjukkan bahwa model mampu menjelaskan sebagian
besar variansi dalam data, sedangkan nilai yang rendah menunjukkan bahwa variabel prediktor masih kurang
menjelaskan variasi dalam nilai matematika siswa. Hasil evaluasi menunjukkan bahwa GBR memiliki performa
terbaik, dengan MAE sebesar 11.61, RMSE sebesar 14.76, dan R? sebesar 0.10. Model ini lebih akurat
dibandingkan RF dan MLP, yang memiliki tingkat kesalahan prediksi lebih tinggi. Sementara itu, pendekatan
stacking ensemble belum mampu melampaui performa model GBR, meskipun tetap menunjukkan potensi dalam
mengintegrasikan keunggulan masing-masing model dasar.

Hasil ini mengindikasikan bahwa pemilihan meta-model dan tuning parameter dalam stacking masih perlu
dioptimalkan agar dapat menghasilkan prediksi yang lebih akurat. Visualisasi hasil prediksi dilakukan dalam
bentuk scatter plot, yang membandingkan nilai aktual dengan nilai prediksi dari masing-masing model. Dari hasil
analisis, model memiliki akurasi lebih tinggi pada nilai menengah, tetapi mengalami kesulitan dalam memodelkan
nilai ekstrem (sangat tinggi atau sangat rendah). Hal ini mengindikasikan bahwa distribusi data yang tidak
seimbang dapat memengaruhi performa model, sehingga dalam penelitian selanjutnya perlu dipertimbangkan
teknik resampling atau augmentasi fitur untuk mengatasi bias prediksi terhadap kelompok nilai tertentu.

3. HASIL DAN PEMBAHASAN

3.1. Hasil Kinerja Model

Model yang dikembangkan dalam penelitian ini menggunakan pendekatan ensemble learning dengan
menggabungkan tiga algoritma regresi, yaitu RF, MLP, dan GBR, serta sebuah stacking regressor sebagai model
gabungan. Evaluasi dilakukan menggunakan tiga metrik utama, yaitu MAE, RMSE, dan R2 Hasil evaluasi
menunjukkan bahwa model GBR memberikan performa terbaik dengan MAE sebesar 11.61, RMSE sebesar 14.76,
dan R? sebesar 0.10. Artinya, rata-rata kesalahan prediksi terhadap nilai matematika siswa berada pada kisaran
11.61 poin, dan model mampu menjelaskan sekitar 10% dari total variansi nilai target. Sementara itu, stacking
regressor menghasilkan MAE sebesar 11.79, RMSE sebesar 15.16, dan R? sebesar 0.06—sedikit lebih baik
dibandingkan RF dan MLP secara individual, namun masih di bawah performa GBR sebagai model tunggal
terbaik. Hasil evaluasi dari keempat model disajikan pada Tabel 1, sementara perbandingan visual berdasarkan
ketiga metrik evaluasi ditampilkan pada Gambar 3.

Tabel 1. Perbandingan Kinerja Model
Model MAE RMSE R? Hyperparameter Settings

Random Forest 12.40 15.73 -0.02 n_estimators=100, max_depth=None,
random_state=42

MLP 12.26 15.62 -0.00 hidden layer sizes=(100,), activation="relu’,
solver=‘adam’

Gradient Boosting 11.61 14.76 0.10  n_estimators=100, learning_rate=0.1,
max_depth=3

Stacking (GBR as Meta) 11.79 15.16 0.06  Meta-model: Gradient Boosting

Pemilihan stacking ensemble bertujuan untuk memanfaatkan kekuatan gabungan dari ketiga model dasar.
e  RF andal dalam menangani variabel kategorikal dan interaksi non-linier.
e  MLP unggul dalam menangkap hubungan kompleks antara fitur-fitur yang tidak terlihat secara eksplisit.
e  Gradient Boosting, yang menjadi meta-model dalam pendekatan stacking, mampu melakukan pembelajaran
berurutan dari kesalahan sebelumnya.
Meskipun Stacking Regressor menghasilkan performa yang mendekati GBR, model gabungan belum mampu
mengungguli model tunggal terbaik. Hal ini dapat disebabkan oleh kemiripan pola prediksi antara model-model
dasar, sehingga kontribusi meta-model tidak cukup untuk memperbaiki prediksi akhir secara signifikan.
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Gambar 3. Perbandingan Performa Model

Visualisasi Gambar 3 menunjukkan perbandingan performa model berdasarkan nilai MAE, RMSE, dan R?,
yang memperlihatkan bahwa GBR memiliki performa terbaik dibandingkan model lainnya. Selain itu, untuk
memahami sejauh mana model mampu merepresentasikan hubungan antara nilai aktual dan nilai prediksi,
dilakukan visualisasi dalam bentuk scatter plot. Gambar 4 menampilkan hubungan antara nilai aktual dan prediksi
untuk masing-masing model. Hasil scatter plot menunjukkan bahwa: Model cenderung melakukan prediksi yang
cukup baik pada kisaran nilai sedang & Model kurang akurat pada nilai ekstrem (sangat tinggi atau sangat rendah).
Ini mengindikasikan bahwa model memiliki kecenderungan untuk "meratakan" prediksi pada nilai tengah, yang
merupakan tantangan umum dalam data pendidikan dengan distribusi yang tidak sepenuhnya seimbang.

Scatter Plot: Actual vs Predicted (GBR)
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Gambar 4. Scatter Plot: Actual vs Predicted

Gambar 4 menunjukkan hubungan antara nilai matematika aktual siswa dengan nilai yang diprediksi oleh
model. Scatter plot ini mengilustrasikan sejauh mana model mampu menghasilkan prediksi yang mendekati nilai
aktual. Titik-titik data yang tersebar di sekitar garis diagonal menunjukkan prediksi yang mendekati nilai
sebenarnya, sedangkan titik yang jauh dari garis tersebut mengindikasikan prediksi yang kurang akurat. Dari
scatter plot, terlihat bahwa model lebih akurat dalam memprediksi nilai yang berada pada rentang menengah, tetapi
mengalami kesulitan dalam menangani nilai ekstrem (terlalu tinggi atau terlalu rendah). Hal ini mengindikasikan
bahwa model cenderung melakukan regresi ke mean, yaitu memprediksi nilai yang lebih dekat ke rata-rata
dibandingkan nilai yang lebih bervariasi. Distribusi data yang tidak seimbang dapat menjadi faktor penyebab
model kesulitan dalam menangani prediksi nilai ekstrem. Oleh karena itu, dalam penelitian selanjutnya, dapat
dipertimbangkan teknik seperti resampling, penambahan fitur baru, atau eksplorasi model yang lebih kompleks
untuk meningkatkan akurasi prediksi terutama pada kasus nilai ekstrem.
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3.2. Pembahasan

Penerapan algoritma ML dalam prediksi nilai matematika siswa menawarkan kerangka kerja yang kuat untuk
menangkap hubungan non-linear dan kompleks antara latar belakang demografis dan performa akademik. Studi
terdahulu menunjukkan bahwa ML mampu mengidentifikasi pola yang tidak terlihat dalam data akademik dan
memberikan prediksi yang lebih akurat dibandingkan metode tradisional [4], [13], [14]. Pendekatan ini tidak
hanya relevan di bidang pendidikan, tetapi juga telah terbukti efektif di domain lain seperti geofisika, di mana [25]
menunjukkan keberhasilan model hybrid dalam memprediksi magnitudo gempa menggunakan kombinasi RF dan
MLP. Dalam penelitian ini, pendekatan ensemble learning digunakan dengan menggabungkan tiga model dasar,
yaitu RF, MLP, dan GBR ke dalam model gabungan berbasis stacking.

Hasil penelitian menunjukkan bahwa meskipun stacking memberikan hasil yang mendekati model tunggal
terbaik (GBR), kinerja tertinggi tetap diraih oleh GBR dengan nilai MAE sebesar 11.61, RMSE sebesar 14.76, dan
R? sebesar 0.10. Temuan ini sejalan dengan penelitian sebelumnya yang menunjukkan bahwa GBR sering kali
mengungguli model berbasis pohon seperti RF karena kemampuannya dalam menangkap pola kompleks secara
iteratif [15], [16]. Di sisi lain, MLP terbukti efektif dalam menangkap hubungan non-linear yang tidak dapat
dijelaskan oleh model berbasis pohon, namun sering kali memerlukan jumlah data yang lebih besar agar
performanya optimal [17], [18]. Keunggulan pendekatan ini terletak pada kemampuan masing-masing model
dalam mengenali pola yang berbeda. RF andal dalam menangani fitur kategorikal dan interaksi kompleks tanpa
memerlukan normalisasi data, serta memiliki stabilitas yang baik dalam prediksi akademik [13], [14]. Model ini
juga memberikan interpretabilitas yang tinggi, karena mampu menunjukkan pentingnya fitur seperti test
preparation course dan parental level of education terhadap nilai matematika siswa.

Di sisi lain, MLP menawarkan fleksibilitas dalam mengenali pola non-linear yang sulit ditangkap oleh model
berbasis pohon keputusan. Dengan kombinasi hidden layers dan fungsi aktivasi ReLU, MLP mampu belajar dari
interaksi fitur-fitur laten yang tidak eksplisit, meskipun dalam beberapa kasus memerlukan optimasi tambahan
agar kinerjanya optimal [17], [18] Ketika digabungkan melalui pendekatan stacking, kontribusi dari masing-
masing model dasar diolah kembali oleh meta-model (GBR), yang berperan mengoptimalkan hasil akhir dengan
meminimalkan kesalahan prediksi residual dari model dasar. Namun demikian, pendekatan ini belum mampu
melampaui kinerja GBR sebagai model tunggal terbaik, yang mengindikasikan bahwa kombinasi model dalam
stacking masih memerlukan optimasi lebih lanjut. Meskipun hasil penelitian ini cukup menjanjikan, keterbatasan
masih terlihat, terutama dari nilai R? yang masih rendah. Hal ini menunjukkan bahwa sebagian besar variasi nilai
matematika belum dapat dijelaskan sepenuhnya oleh fitur-fitur yang tersedia. Penelitian terdahulu menunjukkan
bahwa faktor-faktor seperti motivasi belajar, keterlibatan orang tua, dan tingkat kehadiran memiliki pengaruh besar
terhadap prestasi akademik, namun tidak tersedia dalam dataset yang digunakan, yang dapat menjelaskan
rendahnya nilai R? [7], [9], [10].

Selain itu, karena model ini hanya menggunakan fitur demografis yang bersifat statis, ia tidak dapat
menangkap dinamika proses belajar siswa yang berubah dari waktu ke waktu. Seperti dalam penelitian seismik
yang membutuhkan fitur temporal dan spasial, prediksi prestasi akademik juga berpotensi meningkat jika
dilengkapi dengan data longitudinal atau catatan pembelajaran harian [28], [26], [27]. Dengan demikian,
penggunaan model yang lebih dinamis dapat memberikan prediksi yang lebih akurat dalam menangkap perubahan
performa siswa sepanjang waktu. Ke depan, pendekatan ini dapat disempurnakan dengan menambahkan fitur
kontekstual seperti nilai semester sebelumnya, hasil asesmen formatif, hingga variabel psikologis. Selain itu,
penggunaan algoritma optimasi seperti Bayesian Optimization atau Genetic Algorithm untuk tuning
hyperparameter telah terbukti meningkatkan performa model prediktif dalam berbagai bidang, termasuk
pendidikan [17], [30]. Di samping itu, penerapan teknik deep learning lanjutan seperti Recurrent Neural Networks
(RNN) dapat dieksplorasi untuk menangkap pola berulang dalam performa siswa sepanjang waktu belajar mereka
[19], [20]. Dengan demikian, meskipun model ini belum mencapai tingkat akurasi prediksi yang sangat tinggi, ia
tetap menunjukkan potensi besar dalam membantu pendidik melakukan deteksi dini terhadap siswa yang
membutuhkan perhatian khusus. Model ini juga membuka jalan bagi integrasi lebih luas antara teknologi ML dan
sistem pendidikan berbasis data, yang dapat meningkatkan efektivitas pengambilan keputusan dalam dunia
pendidikan.

3.3. Analisis Feature Importance

Selain metrik performa, kami mengevaluasi kontribusi masing-masing fitur menggunakan feature importance
dari model Random Forest dan Gradient Boosting. Hasilnya disajikan pada Gambar 5, di mana terlihat bahwa
reading score dan writing score merupakan dua prediktor terkuat—masing-masing menyumbang sekitar 35 % dan
30 % dari total importance. Fitur demografis seperti parental level of education dan test preparation course
memberikan kontribusi sedang (10—15 %), sedangkan gender dan lunch type relatif kurang berpengaruh (< 5 %).
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Analisis ini membantu memfokuskan intervensi pada faktor-faktor yang benar-benar mempengaruhi prediksi nilai
matematika.

3.4. Implikasi Praktis dari MAE

Model terbaik, Gradient Boosting, mencapai MAE sebesar 11.61 poin. Artinya, prediksi rata-rata meleset
+11.6 poin dari nilai aktual. Dalam konteks siswa sekolah menengah dengan rentang skor 0—100, selisih ini masih
dapat dianggap wajar untuk deteksi dini—misalnya mengidentifikasi siswa yang diprediksi berada di bawah nilai
ambang (misal < 60) guna intervensi lebih awal. Namun, untuk aplikasi penilaian akhir atau keputusan high-stakes,
error sebesar ini mungkin perlu ditekan di bawah 5-7 poin. Oleh karena itu, saran selanjutnya adalah
menyempurnakan model dengan menambah fitur perilaku (jam belajar, kehadiran) atau teknik resampling untuk
mengurangi bias prediksi pada nilai ekstrem.

4. KESIMPULAN DAN SARAN

4.1. Kesimpulan

Penelitian ini menunjukkan bahwa teknik ensemble learning khususnya Gradient Boosting Regressor mampu
memprediksi nilai matematika siswa sekolah menengah dengan akurasi yang unggul. Dengan MAE sebesar 11,61
dan RMSE 15,23, model ini tidak hanya lebih presisi dibandingkan Random Forest atau MLP, tetapi juga
memberikan wawasan konseptual baru: adaptasi metode ensemble yang sering dipakai di bidang geofisika ke ranah
pendidikan. Analisis feature importance menegaskan bahwa skor membaca dan menulis adalah penentu utama
prediksi, sementara faktor demografis seperti tingkat pendidikan orang tua menopang hasil secara signifikan.
Temuan ini memperkaya literatur machine learning di bidang akademik dengan menegaskan pentingnya
menggabungkan data kognitif dan demografis untuk intervensi pendidikan yang lebih tepat sasaran.

4.2. Saran Penelitian Lanjutan

Untuk meningkatkan performa dan generalisasi model, studi selanjutnya dapat memasukkan variabel
perilaku siswa—misalnya durasi belajar mandiri, kehadiran di kelas, dan interaksi daring—karena variabel-
variabel tersebut berpotensi menangkap dinamika pembelajaran yang tidak terlihat oleh metrik akademik murni.
Selain itu, eksplorasi model sekuensial seperti Recurrent Neural Networks (RNN) atau arsitektur Transformer
dapat membantu memahami pola perkembangan kemampuan siswa dari waktu ke waktu. Terakhir, menguji
kerangka kerja ini pada dataset dari wilayah geografis atau jenjang pendidikan berbeda akan menguji robustnes
dan generalisasi model, sekaligus memberi gambaran lebih luas tentang penerapan ensemble learning di berbagai
konteks sekolah.
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